How Is LLM Reasoning Distracted by Irrelevant Context?
An Analysis Using a Controlled Benchmark
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LLM is easy to be affected by irrelevant context. ’
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Flanker Effect: Model Evaluation

When a target stimulus is surrounded by distractors Math Word Problem (M)
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. . 1 k 1 - - A: Arts Campus's T&T Supermarket ; B: Science Park's Zion Market...
suggesting a different response, people take longer to H Predicted Solution: L Tho mumber of Arts Campus's T4T Supermarkat i 5.
. Define Arts Campus's T&T LLM B = A + 1: The number of each Science Park's Zion Market equals 1
respond and tend to make more mistakes. . Stepwise | [Swemanketas:so =5
luti Define Science Park's Zion — C = B x 3: The number of each Arts Campus's Meat Market equals ...
Ch " . == Solution Marketasa;soa=d+1=5+1 — ﬁ Question: How many Meat Market does Arts Campus have?
allenges. Evaluator | |- . Define Arts Campus's Meat Ground-truth Solution (8)

Market as g; sog=a X 3 =0 X

1) How does varying the amount of irrelevant 320, So the final answor is 0.
context affect robustness? |

| 2. Define [Science Park's Zion Market]as f;sof=a+1=5+1=1,
3. Define [Arts Campus's Meat Market] as y; soy=x3=1x 3 =3.

2) Can robust reasoning be enhanced through
continued pretraining or LORA?

3) How does the intensity of IC during training
Impact model performance in both in-distribution
and OOD scenarios?

Result 1: LLMs’ reasoning performance
degrades with increasing irrelevant context.

Result 2: Irrelevant context degrades accuracy
more steeply at greater reasoning depths.

4) How can the above questions be qualitatively
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GSM-DC - A synthetic benchmark

* The explicit injection of irrelevant context via off-
path nodes and edges without affecting correct
solutions.
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E(m;rs): error rate
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» Adjustment of reasoning complexity by varying
graph depth and structure.
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* Automatic evaluation of model outputs.

» Exploration through controlled experiments.

Result 3: Continued pretraining enhances Result 4: Training with irrelevant context

robustness even without access to IC samples. Improves robustness most effectively.

Automatic stepwise evaluation of solutions by 1007 rs Clean Clean+IC IC
- - - O
comparing with the correct reasoning path: = 0.98 - i SAcc  PAcc | SAcc  PAcc | SAcc  PAcc
a'd
Step Accuracy (SACO); | i NI
« Each step must compute the correct value using 2 0.93 cleantora | 17 | 210 210 | 230 230 | 207 213
.y o L i 18 13.0 130 | 157 157 | 167 16.7
only reachable nodes in G". < 0907 weantull |- 19 | 137 137 | 133 133 | 150 150
- Extra steps are allowed if they don’t interfere. D s e : 20 | 90 90| 83 83| 100 100
' 21 1.7 1.7 8.7 8.7 3.7 5.7
Path Accuracy (PAcc): 5 2 12 17 55 22 60 60| 53 53| 63 63
* The predicted reasoning must node-level aligned Reasoning Steps (rs) _
. 1g. olep accuracCcy or moaeis trained wi on- or 1. Lomparison o CC an CC unaer dairreren
with P Fig: St f models trained with Non-IC Fig: C i f SA d PA der different

IC data using LORA or continued pretraining. training regimes: Clean, Clean+IC, and IC.

* Permitting redundancy but not confused by
irrelevant context.

Result 5: Training with challenging irrelevant

Result 6: Improving reasoning robustness
at test time: Tree search can enhance the
generalization capabilities of LLMs.

Extraction Answer Accuracy (EAcc):

| context leads to the strongest robustness and
* The final answer must match the ground-truth

generalization across all pretraining settings.

solution S.
: Note: All metrics are Computed U_Sing a . Training Testing w/ IC (SAcc) | Testing w/o IC (SAcc) The number of Bob’s o,ranges are 4. The number of Alice’s ba.nanas equals
I . . . . . the number of Bob’s oranges. How many bananas does Alice have?
+ symbolic parser with node-level alignment, . Noise Level — " S 5™ 0" | 1D 00D Al @+ N initial path%N: Select top N/M
1 . . | 89 0.8
. ot strict sentence-level sequence matching. ; CLEAN 3591 13.19 3236|8195 17.05 6032 | DefineAlics’s | [DefineBobs | [Define Alices | | DefineBobis
oranges as B; oranges as D; bananas as L; bananas as X;
o . LIGHT-IC 64.79 6.90 46.57 | 6733 7.09 46.56 0.93 ) M (3): Repeat @
LI mitations MEDIUM-IC 65.79 7.23 47.44 16939 995 50.38 soD = 4. soB=3. oM=4. ——y
HARD-IC 7795 18.57 59.48 | 82.30 19.86 61.21 N 0.95 1 0.79
Broader appllcablllty Mix-IC 7323 1533 57.86 | 78.09 15.62 57.38 Defil:e Alic;'s Eeﬁ“e A“cec:'is Deﬁ?e BObB'S Define BOb'BS
apples as B; ananas as G; apples as B; oranges as B;
« Methodology applies to any symbolic reasoning task 0.98 0.71, — \
(e.g., logic, algorithms). Training ID Test SAcc OOD Test SAcc S0GSR % [seBSEES: soB=t=4 sob=B8=3.
Extension to non-unique reasoning paths: IC Level Light Medium Hard | Light Medium Hard
. i i i i . ID SA OOD SA
Allow multiple valid reasoning chains LIGHT-IC 6721 66.57 6057|814 729 528 Training P N
Plans for new evaluations: MEDIUM-IC 68.14 66.07 63.14| 871 843 457 e PRM  PRM PRM  PRM
+ RL-based training using Process Reward Models. HARD-IC 7836  79.21 76.28 | 22.7 1843 14.57
o _ _ Mix-IC 74.71 75.07 6093 | 17.7 16.57 11.28 LIGHT-1C 64.79 66.10 +1.31 | 690 9.59 +2.69
* Designing stepwise evaluator to evaluate reasoning : : : : : : MEDIUM-IC 6579 70.05 +4.26 | 7.23 13.52 +6.29
_ HARD-IC ~ 77.95 79.48 +1.53|18.57 2417 +5.60
models such as OpenAl 01/03/04 and DeepSeek-R1. Mix.10 1393 7581 4228 | 1533 1006 4373
CLEAN 3591 36.38




